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The Design of Approximate Hilbert Transform
Pairs of Wavelet Bases

Ivan W. Selesnick, Member, IEEE

Abstract—Several authors have demonstrated that significant
improvements can be obtained in wavelet-based signal processing
by utilizing a pair of wavelet transforms where the wavelets form
a Hilbert transform pair. This paper describes design procedures,
based on spectral factorization, for the design of pairs of dyadic
wavelet bases where the two wavelets form an approximate Hilbert
transform pair. Both orthogonal and biorthogonal FIR solutions
are presented, as well as IIR solutions. In each case, the solution de-
pends on an allpass filter having a flat delay response. The design
procedure allows for an arbitrary number of vanishing wavelet mo-
ments to be specified. A Matlab program for the procedure is given,
and examples are also given to illustrate the results.

Index Terms—Dual-tree complex wavelet transform, Hilbert
transform, wavelet transforms.

I. INTRODUCTION

T HIS paper describes design procedures, based on spectral
factorization, for the design of pairs of dyadic wavelet

bases where the two wavelets form an approximate Hilbert
transform pair. Several authors have advocated the simul-
taneous use of two wavelet transforms where the wavelets
are so related. For example, Abry and Flandrin suggested
using a Hilbert pair of wavelets for transient detection [2] and
turbulence analysis [1]. Ozturket al.suggested it for waveform
encoding [14]. They are also useful for implementing complex
and directional wavelet transforms. Freeman and Adelson
employ the Hilbert transform in the development of steerable
filters [5], [20]. Kingsbury’s complex dual-tree DWT [8], [9] is
based on (approximate) Hilbert pairs of wavelets. The steerable
pyramid and the dual-tree DWT have numerous benefits,
including improved denoising capability and the fact that they
are both directional and nearly shift-invariant. The paper by
Beylkin and Torrésani [3] is also of related interest.

One could start with a known wavelet and then take its Hilbert
transform to obtain the second wavelet; however, in that case,
the second wavelet would not be of finite support. One could
design a finitely supported wavelet to approximate the infinitely
supported Hilbert transform, but in this paper, we design both
wavelets together to better utilize the degrees of freedom.

Using the infinite product formula, it was shown in [18] that
for two orthogonal wavelets to form a Hilbert transform pair,

Manuscript received December 6, 2000; revised January 7, 2002. This work
was supported in part by the National Science Foundation under CAREER Grant
CCR-987452. The associate editor coordinating the review of this paper and
approving it for publication was Dr. Ta-Hsin Li.

The author is with the Electrical and Computer Engineering, Polytechnic Uni-
versity, Brooklyn, NY 11201 USA (e-mail: selesi@taco.poly.edu).

Publisher Item Identifier S 1053-587X(02)03148-3.

the scaling filters should be offset by a half sample. In [18], a
design problem was formulated for the minimal length scaling
filters such that 1) the wavelets each have a specified number of
vanishing moments , and 2) the half-sample delay approx-
imation is flat at with specified degree . However,
this formulation leads to nonlinear design equations, and the ex-
amples in [18] had to be obtained using Gröbner bases. In this
paper, we describe a design procedure based on spectral factor-
ization. It results in filters similar to those of [18]; however, the
design algorithm is much simpler and more flexible.

A. Preliminaries

Let the filters represent a CQF pair [22]. That is

and , where is an odd integer.
Equivalently, in terms of the -transform, we have

and

Let the filters represent a second CQF pair. In this
paper, we assume are real-valued filters. It is conve-
nient to write the CQF condition in terms of the autocorrelation
functions defined as

or equivalently as

Then, and satisfy the CQF conditions if and only
if and are halfband filters:

and similarly for . This can be written more compactly as

and (1)
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The dilation and wavelet equations give the scaling and wavelet
functions

(2)

(3)

The scaling function and wavelet are defined simi-
larly but with filters and .

Notation: The -transform of is denoted by .
The discrete-time Fourier transform of will be denoted
by , although it is an abuse of notation. The Fourier
transform of is denoted by .

B. Hilbert Transform Pairs

In [18], it was shown that if and are lowpass
CQF filters with

for (4)

then the corresponding wavelets form a Hilbert transform pair

That is

C. Flat-Delay Allpass Filter

The design procedure presented in this paper depends on the
design of an allpass filter with approximately constant fractional
delay. Several authors have addressed the design of allpass sys-
tems that approximate a fractional delay [11], [12], [16]. The
following formula for the maximally flat delay allpass filter
is adapted from Thiran’s formula for the maximally flat delay
allpole filter [23]. The maximally flat approximation to a delay
of samples is given by

where

with

(5)

where represents the rising factorial

With this , we have the approximation

around

or equivalently

around

The coefficients in (5) can be computed very efficiently
using the following ratio.

From this ratio, it follows that the filter can be generated
as follows:

This can be implemented in Matlab with the commands

In our problem, we will use in (5) with . For
example, with , we have

for

With , we have

for

II. ORTHOGONAL SOLUTIONS

In this section, we look for pairs of orthonormal wavelets
where the lowpass scaling filters have the form

where the filter will be chosen to achieve the (approximate)
half-sample delay. The first step of the design procedure will be
to determine the appropriate filter to achieve the desired
relationship between and . In terms of the transfer
functions, we have

and have the common divisor , which will be
determined later. We can write

where we can recognize that the transfer function
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is an allpass system . Therefore

and

If the allpass system is an approximate half-sample delay

around

or equivalently, around , then the sought-
after approximation (4) is achieved

around

This is achieved by taking the allpass filter in (5) with
. (The point is chosen for the point of approximation

for the lowpass filter because that is the center of the passband.)
To obtain wavelet bases with vanishing moments, we let

Then

(6)

(7)

We now have the following design problem. Given and ,
find of minimal degree such that and satisfy
the CQF conditions (1). Note that with (6) and (7), and

have the same autocorrelation function

Similar to the way Daubechies wavelet filters are obtained, we
can obtain using a spectral factorization approach as in
[22]. The procedure consists of two steps.

1) Find of minimal length such that

a) , and
b) is halfband.

Note that of minimal length will be supported on the
range .

2) Set to be a spectral factor of

(8)

To carry out the first step, we need only solve a system of linear
equations. Defining

we can write the halfband condition as

When written in matrix form, this calls for a square matrix of
dimension , which has the form of a convolution
(Toeplitz) matrix with every second row deleted.

TABLE I
MATLAB PROGRAM

The second step assumes permits spectral factorization,
which we have found to be true in all our examples. With
obtained in this way, the filters and defined in (6)
and (7) satisfy the CQF conditions and have the desired half-
sample delay. Note that is not unique.

This design procedure yields filters and of
(minimal) length . A Matlab program to imple-
ment this design procedure is given Table I. The commands
binom and sfact for computing binomial coefficients and
performing spectral factorization are not currently standard
Matlab commands. They are available from the author.

Example 1A: With and , the filters and
are of length 12. Fig. 1 illustrates the solution obtained

from a mid-phase spectral factorization. The plot of the function
shows that it approximates zero for , as

expected if and form a Hilbert transform pair. The coef-
ficients are given in Table II. The Sobolev exponent (reflecting
the smoothness of the wavelets) was found1 to be 1.983. Note
that the Sobolev exponent is the same for and .

Example 1B: We set and again, but this
time, we take a minimum-phase spectral factor rather than a
mid-phase one. The wavelets obtained in this case are illustrated
in Fig. 2. The function is exactly the same
as in Example 1A; using a different spectral factor in (8) does
not change it. We will see below that the mid-phase and min-
imum-phase solutions can lead to different results when they are
used to implement two-dimensional (2-D) directional wavelet
transforms. (The Sobolev exponent is the same as for Example
1A.)

Example 2: With and , the filters and
are again of length 12. Fig. 3 illustrates a solution using a

mid-phase spectral factor. It can be seen that

1The Sobolev exponents were computed using the Matlab programsobexp
by Ojanen (http://www.math.rutgers.edu/~ojanen/).
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Fig. 1. Example 1A. Approximate Hilbert transform pair of orthonormal
wavelet bases withN = 12; K = 4; L = 2; and mid-phase spectral
factorization.

TABLE II
COEFFICIENTS FOREXAMPLE 1A AND EXAMPLE 2

is closer to zero for negative frequencies. At the same time, the
Sobolev exponent decreases to 1.736. This is to be expected,
as we have reduced the number of vanishing moments and at
the same time increased the degree of approximation for the
half-sample delay. The coefficients are given in Table II.

Fig. 2. Example 1B. Approximate Hilbert transform pair of orthonormal
wavelet bases withN = 12;K = 4; L = 2; and minimum-phase spectral
factorization.

Fig. 3. Example 2. Approximate Hilbert transform pair of orthonormal
wavelet bases withN = 12;K = 3; L = 3;, and mid-phase spectral
factorization.

A. Directional 2-D Wavelets

One of the important applications of a Hilbert pair of wavelet
bases is the implementation of directional 2-D (overcomplete)
wavelet transforms, as illustrated in [7]. The directional
wavelets are obtained by first defining a 2-D separable wavelet
basis via

In addition, define similarly. Then, the six wavelets defined
by

(9)

(10)
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Fig. 4. Two-dimensional wavelets generated by an approximate Hilbert
transform pair of 1-D wavelets, using a mid-phase spectral factor (Example
1A) and a minimum-phase spectral factor (Example 1B), respectively.

for are directional, as illustrated in Fig. 4. A wavelet
transform based on these six wavelets can be implemented by
taking the sum and difference of two separable 2-D DWTs. The
resulting directional wavelet transform is two-times redundant.
The inverse requires taking the sum and difference, dividing by 2,
and theseparable inverseDWTs.The four-times redundantDWT
presented by Kingsbury is both directional and complex [8].

We note that the type of spectral factorization performed in
the design procedure described above influences the quality of
the directionality of the 2-D wavelets. For example, the wavelets
of example 1A, which were constructed with a mid-phase spec-
tral factor, lead to the six 2-D wavelets shown in the top panel
of Fig. 4. On the other hand, the wavelets of example 1B, which
were constructed with a minimum-phase spectral factor, lead to
the six 2-D wavelets shown in the lower panel of Fig. 4. In this
case, the directionality is not as clean as in the first case. Instead,
some curvature is present. The figure shows that the mid-phase
spectral factor can be preferable to the minimum-phase one for
the implementation of directional wavelet transforms.

Evidently, better directional selectivity is obtained when the
two wavelets have approximate (or exact) linear phase in ad-
dition to forming an approximate Hilbert transform pair. The
procedure described above imposes a condition on the phase of
of , but it does not impose any condition of the
phases of and individually. To ensure a high di-
rectional selectivity, one could impose directly that and

have approximately linear phase rather than relying on
the near linear-phase of a mid-phase spectral factor. For ex-
ample, consider the system described in [9]. In [9], the filters

and are related through a reversal

or equivalently

Combining with (4), we get the condition

or

Therefore

(11)

In this case, has linear phase, and the delay is offset by
one quarter of a sample from the center of symmetry of a length

filter . As a CQF filter can not have exact linear phase,
the filters given in [9] approximately satisfy (11). The design of
orthonormal wavelets with approximate linear phase with non-
integer delay has also been described in [13], [19], and [25]. An
alternative, simple, way to obtain an approximate Hilbert trans-
form pair of (biorthogonal) wavelets with approximate linear
phase is to modify the spectral factorization approach, as de-
scribed in the next section.

III. B IORTHOGONAL SOLUTIONS

The quality of the directional 2-D wavelets derived from a
pair of 1-D wavelets appears to depend on the wavelets having
approximately linear phase, in addition to forming an approxi-
mate Hilbert transform pair. If biorthogonal wavelets are accept-
able, then the procedure given in Section II can be modified to
yield wavelet bases for which both and have ap-
proximately linear phase. They can then be used to generate 2-D
wavelet bases with improved directional selectivity. To generate
wavelets with approximate linear phase, we can follow the ap-
proach of [4] for the design of symmetric biorthogonal wavelets,
in which the spectral factorization of a halfband filter is replaced
by its factorization into two linear-phase, but different, filters. In
the biorthogonal case, we denote the dual scaling functions and
wavelets by and . As we have a pair of
biorthogonal wavelet bases, we have eight filters including the
dual filters, corresponding to the filterbanks illustrated in Fig. 5.

The dual scaling function and wavelet are given
by the equations

The dual scaling function and wavelet are similarly de-
fined.

The goal will be to design the filters so that both the pri-
mary (synthesis) and dual (analysis) wavelets form approximate
Hilbert transform pairs

and
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Fig. 5. Filterbank structures for the biorthogonal case.

If we define the product filters as

then the biorthogonality conditions can be written as

(12)

(13)

That is to say, must both be halfband. With out loss of
generality, we can assume thatis an odd integer. In that case,
the highpass filters are given by the following expressions [4],
[24]:

We will look for solutions of the form

The problem is to find and such that we have have
the following.

1) The biorthogonality conditions (12) and (13) are satisfied.
2) The wavelets have vanishing moments ( vanishing

moments for the dual wavelets).
3) The wavelets form an approximate Hilbert transform pair.
To obtain the half sample delay needed to ensure the approx-

imate Hilbert property, we choose to come from the flat
delay allpass filter, as before:

around

To ensure the vanishing moments properties, we take and
to be of the form

where is odd. denotes the number of vanishing mo-
ments of the primary (synthesis) wavelets, anddenotes the
number of vanishing moments of the dual (analysis) wavelets.
The product filters and are then given by

(14)

(15)

To obtain the required halfband property, we find a symmetric
odd-length sequence so that

is halfband. The symmetric sequence can be obtained by
solving a linear system of equations as in Section II. We can
then obtain and by factoring

(16)

where both and are symmetric. As and
are symmetric, so are and . It follows that and

are related by a reversal

(17)

and similarly

(18)

Therefore, and have approximately linear phase
(because does) in addition to satisfying (4) approximately.
Note that the symmetric factorization (16) is not unique—many
solutions are available. In addition, note that the sequences
and do not need to have the same length.

Example 3: With and , we can take the
synthesis filters and to be of length . The
analysis filters and will then be of length 11. Fig. 6
illustrates this solution obtained from a symmetric factorization.
The plots of and likewise
show that they approximate zero for , as expected. The
coefficients and are given in Table III. The coef-
ficients and are given by their reversed versions,
as in (17) and (18). The Sobolev exponent of and
is 1.731, whereas the Sobolev exponent of and is
2.232.

Fig. 7 illustrates the analysis and synthesis directional 2-D
wavelets derived from the 1-D wavelets using (9) and (10).

IV. IIR SOLUTIONS

The spectral factorization approach can also be used to con-
struct orthogonal wavelet bases based on recursive infinite im-
puilse response (IIR) digital filters, where is a rational
function of . Wavelets based on rational scaling filters have
been discussed, for example, in [6], [15], [17], and [21]. IIR
filters often require lower computational complexity than finite
impulse response (FIR) filters. Analogous to the approach given
in [6], but with the flat delay filter included, approximate Hilbert
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Fig. 6. Example 3: Approximate Hilbert transform pair of biorthogonal
wavelet bases withN = 13; K = ~K = 4; L = 2.

transform pairs of IIR wavelets can be obtained with the fol-
lowing form:

TABLE III
COEFFICIENTS FOREXAMPLE 3

Fig. 7. Two-dimensional wavelets generated by an approximate Hilbert
transform pair of biorthogonal 1-D wavelets (Example 3).

The product filter is given by

Defining

the orthogonality condition can be written
as

(19)
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Fig. 8. Example 4. Approximate Hilbert transform pair of orthonormal IIR
wavelet bases withK = 2; L = 2.

can be found by spectral factorization; note that the
left-hand side of (19) is a function of . A stable filter is
obtained using the minimum-phase spectral factor in (19).

Example 4: With two vanishing moments and
, we obtain the following stable causal transfer functions

Fig. 8 illustrates the two wavelets and the magni-
tude of .

V. COMPARISON TOKINGSBURY’S FILTERS

It is interesting to compare the filters obtained here with
those presented by Kingsbury in [7]–[10], where the com-
plex dual-tree DWT is introduced. In [7] and [8], Kingsbury
presents linear-phase biorthogonal solutions where one scaling
function is symmetric about an integer, whereas the other
scaling function is symmetric about an integer plus 0.5. In
this case, the (approximate) half-sample delay [see (4)] can
be achieved by making the frequency responses magnitudes
(approximately) equal . The family of
filter banks introduced in [9] and [10] are orthogonal but with
the property that one scaling function is the time-reversed
version of the other. Then, the frequency responses magnitudes
are equal, and it remains to design the phase response of the
filter to achieve (approximately) the half-sample shift [see
(11)]. On the other hand, the approach described in this paper
does not impose any condition on the phase-response of the
filters. The orthogonal solutions given in this paper do not have
approximately linear phase (for short filters the mid-phase

spectral-factorization does not always provide a solution with
a nearly linear phase response). However, the biorthogonal
solutions given in this paper have approximately linear phase.
As a result, the orthogonal solutions by Kingsbury are more
nearly linear phase than the orthogonal solutions given here;
likewise, the linear-phase biorthogonal solutions by Kingsbury
are more nearly orthogonal than the approximately linear-phase
biorthogonal solutions given here.

In addition, the design procedure developed in this paper
and the ones described by Kingsbury are quite different.
Kingsbury’s design procedures are based on minimizing the
aliasing of a filterbank after it is iterated a fixed number stages.
The minimization is performed over a parameterized space of
perfect reconstruction filterbanks using iterative optimization
algorithms. On the other hand, the approach taken in this paper
is based on the limit functions [defined by (2) and (3)] and on
vanishing moments. As a result, the limit functions and

are closer to forming a Hilbert pair for the filters given
in this paper than those presented by Kingsbury, whereas the
solutions by Kingsbury do this better for the first several stages.

VI. CONCLUSION

This paper presents simple procedures for the design of pairs
of wavelet bases where the two wavelets form an approximate
Hilbert transform pair. The approach proposed here is analo-
gous to the Daubechies construction of compactly supported
wavelets with vanishing moments but where the approximate
Hilbert transform relation is added by way of incorporating a
flat delay filter.

The approach is based on a characterization of Hilbert trans-
form pairs of wavelets bases given in [18]. The formulation of
the problem, using a flat delay allpass filter, makes it possible to
employ the spectral factorization design method as introduced
in [22] for the design of CQF filters. Note that even though an
allpass filter arises in the problem formulation, the filters we
obtain are FIR (IIR solutions are also available, as described in
Section IV).

Given an allpass filter, the proposed design method produces
short filters with a specified number of vanishing wavelet mo-
ments. Although a flat delay filter was used here, any other all-
pass filters that approximate a delay of a half sample could be
used instead. The degree of the allpass filter controls the degree
to which the half-sample offset property is satisfied. A Matlab
program for the procedure is given, and examples are also given
to illustrate the results. Programs are available on the Web at
http://taco.poly.edu/selesi.

REFERENCES

[1] P. Abry, Ondelettes et Turbulences. Paris, France: Diderot, 1997.
[2] P. Abry and P. Flandrin, “Multiresolution transient detection,”Proc.

IEEE-SP Int. Symp. Time-Freq. Time-Scale Anal., pp. 225–228, Oct.
1994.

[3] G. Beylkin and B. Torrésani, “Implementation of operators via filter
banks: Autocorrelation shell and hardy wavelets,”Appl. Comput.
Harmon. Anal., vol. 3, pp. 164–185, 1996.

[4] I. Daubechies,Ten Lectures on Wavelets. Philadelphia, PA: SIAM,
1992.

[5] W. T. Freeman and E. H. Adelson, “The design and use of steerable
filters,” IEEE Trans. Pattern Anal. Machine Intell., vol. 13, pp. 891–906,
Sept. 1991.



1152 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 50, NO. 5, MAY 2002

[6] C. Herley and M. Vetterli, “Wavelets and recursive filter banks,”IEEE
Trans. Signal Processing, vol. 41, pp. 2536–2556, Aug. 1993.

[7] N. G. Kingsbury, “The dual-tree complex wavelet transform: A new
technique for shift invariance and directional filters,”Proc. Eighth IEEE
DSP Workshop, Aug. 9–12, 1998.

[8] , “Image processing with complex wavelets,”Phil. Trans. R. Soc.
Lond. A, Sept. 1999.

[9] , “A dual-tree complex wavelet transform with improved orthogo-
nality and symmetry properties,”Proc. IEEE Int. Conf. Image Process.,
Sept. 10–13, 2000.

[10] , “Complex wavelets for shift invariant analysis and filtering of sig-
nals,”Appl. Comput. Harmon. Anal., vol. 10, no. 3, pp. 234–253, May
2001.

[11] T. I. Laakso, V. Välimäki, M. Karjalainen, and U. K. Laine, “Splitting
the unit delay,”IEEE Signal Processing Mag., vol. 13, pp. 30–60, Jan.
1996.

[12] M. Lang, “Allpass filter design and applications,”IEEE Trans. Signal
Processing, vol. 46, pp. 2505–2514, Sept. 1998.

[13] L. Monzón and G. Beylkin, “Compactly supported wavelets based on
almost interpolating and nearly linear phase filters (Coiflets).,”Appl.
Comput. Harmon. Anal., vol. 7, pp. 184–210, 1999.

[14] E. Ozturk, O. Kucur, and G. Atkin, “Waveform encoding of binary sig-
nals using a wavelet and its Hilbert transform,”Proc. IEEE Int. Conf.
Acoust., Speech, Signal Process., June 5–9, 2000.

[15] A. Petukhov, Biorthogonal wavelet bases with rational masks and their
applications, in Zapiski Seminarov POMI.

[16] H. W. Schüßler and P. Steffen, “On the design of allpasses with
prescribed group delay,”Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process., vol. 3, pp. 1313–1316, Apr. 3–6, 1990.

[17] I. W. Selesnick, “Explicit formulas for orthogonal IIR wavelets,”IEEE
Trans. Signal Processing, vol. 46, pp. 1138–1141, Apr. 1998.

[18] , “Hilbert transform pairs of wavelet bases,”IEEE Signal Pro-
cessing Lett., vol. 8, pp. 170–173, June 2001.

[19] I. W. Selesnick, J. E. Odegard, and C. S. Burrus, “Nearly symmetric
orthogonal wavelets with noninteger DC group delay,”Proc. Seventh
IEEE DSP Workshop, pp. 431–434, Sept. 2–4, 1996.

[20] E. P. Simoncelli and W. T. Freeman, “The steerable pyramid: A flex-
ible architecture for multi-scale derivative computation,”Proc. IEEE Int.
Conf. Image Process., Oct. 1995.

[21] M. J. T. Smith, “IIR analysis/synthesis systems,” inSubband Image
Coding, J. W. Woods, Ed. Boston, MA: Kluwer, 1991, pp. 101–142.

[22] M. J. T. Smith and T. P. Barnwell, III, “Exact reconstruction for tree-
structured subband coders,”IEEE Trans. Acoust., Speech, Signal Pro-
cessing, vol. ASSP-34, pp. 431–441, June 1986.

[23] J. P. Thiran, “Recursive digital filters with maximally flat group delay,”
IEEE Trans. Circuit Theory, vol. CT-18, pp. 659–664, Nov. 1971.

[24] P. P. Vaidyanathan,Multirate Systems and Filter Banks. Englewood
Cliffs, NJ: Prentice-Hall, 1993.

[25] D. Wei and A. C. Bovik, “Generalized Coiflets with nonzero-centered
vanishing moments,”IEEE Trans. Circuits Syst. II, vol. 45, pp.
988–1001, Aug. 1998.

Ivan W. Selesnick(M’92) received the B.S., M.E.E.,
and Ph.D. degrees in electrical engineering in 1990,
1991, and 1996, respectively, from Rice University,
Houston, TX.

As a Ph.D. student, he received a DARPA-NDSEG
fellowship in 1991. In 1997, he was a Visiting Pro-
fessor with the University of Erlangen-Nurnberg,
Nurnberg, Germany. He is currently an Assistant
Professor in the Department of Electrical and
Computer Engineering at Polytechnic University,
Brooklyn, NY. His current research interests are in

the area of digital signal processing and wavelet-based signal processing.
Dr. Selesnick’s Ph.D. dissertation received the Budd Award for Best Engi-

neering Thesis at Rice University in 1996 and an award from the Rice-TMC
chapter of Sigma Xi. In 1997, he received an Alexander von Humboldt Award.
He received a National Science Foundation Career award in 1999. He is cur-
rently a member of the IEEE Signal Processing Theory and Methods Technical
Committee.


	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


